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Mesurer avec précision la dynamique des graphes de t@saime tache difficile, car les propriétés observéasge
etre biaisées pour differentes raisons, en particldidait que la période de mesure soit finie. Dans ce papiers no
introduisons une méthodologie générale qui nous pedasavoir si la fenétre d’observation est suffisammentueng
pour caractériser une propriété donnée dans n'impprét systeme dynamique.

Nous appliquons cette méthodologie a I'etude des dudeesessions et des durées de vie des fichiers sur deux jeux
de données P2P. Nous montrons que le comportement desgpespest different : pour les durées de sessions, notre
méthodologie nous permet de caractériser avec prédiaitorme de leur distribution. Par contre, pour les dudes

vie des fichiers, nous montrons que cette propriété negasuétre caractérisée, soit parce qu’elle n’est passtetire,

soit parce que la durée de notre mesure est trop courte.

1 Introduction

Many systems are naturally dynamic. For instance in theneteroutersas and/or links between them are
created or deleted; in peer-to-peer (P2P) networks users join or leave theegy$?, ?, ?] and exchange
different files at different times. In all these cases, ustdrding the dynamics of the system is a key issue.
However, accurately measuring these dynamics is a diffiaskt. In particular, the fact that the observation
window is necessarily finite induces a bias for property abtarization P, ?]. Though this bias tends to
decrease when the observation window length increasesdifficult to quantify it in practice, or know
whether it is negligible or not.

In this paper, we introduce a new methodology that allowsgorously determine the minimum obser-
vation time required to characterize a stationary progentgal-world dynamic systems. This methodology
is different and complementary to other methodologiegtiexgsn the literature P, ?, 7], and has two main
advantages. First, it allows to determine if the observatimdow was long enough for a rigorous charac-
terization. Second, it can be applied to any property charaig the dynamics of a system. To illustrate
its relevance, we apply it to the study of session lengthditex life duration in two different P2P systems.

2 Methodology

Suppose we start observing a dynamic graph at attjiioe a duratiori. We denote b\t | this observation
window. We are faced with two problems if we want to charazeethe graph’s dynamics from the obser-
vation ofW,. First,| must be long enough fal | to berepresentativeSecond, even if it is representative,
the fact that is finite still induces a bias for property characterization. Indesgnts occurring befoteor
aftert + | are not observed, which prevents from characterizing atelyrsome quantities. An important
point to observe is that the longer the measurement petriedsrhaller the bias induced.
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Our methodology addresses these two issues at the same ltitodtively, it aims at deciding if the
measurement periodf | is long enough to characterize a given propétty.e. if the bias induced by its
finiteness on the observed property is negligible. If thedein\W\ | is long enough, then if we use a longer
window W | ., the observed property does not chanBéM ) = P(W,4x). In order to know if a given
window is long enough, we use windows of increasing leNdh Wo ., ... Wo 1, with 11 <12 < ... <. By
studying how the observed prope®Wy), ),P(Wo,,), ..P(Wo,,) evolves as a function df we determine
if it is correctly evaluated or not.

Finally, an important point is that characterizing a prayp& only makes sense if it is stationary, i.e. if
P does not evolve while the measurement is under progresgceNutwever that if it is not stationary, our
methodology will not be able to provide a characterizatitie: observed proper® will not become stable
when the observation window lengtlincreases. If it does become stable, this means botiWghas long
enough, and tha® is stationary. Notice that, depending on the property salidbther types of bias can
occur, see for instancé€]| including biases coming from the identification of usemns éheir sessions. We
will also rigorously take this into account, see Sect@n

Here, most of the properties we study are complementary @tiveidistributions, i.e. for each vallke
P is the fraction of all observations values which are largantor equal td.

To study how an observed distributiéhevolves with the length of the observation window, we will
first plot the observed distributio®®W ) for different values of. In order to confirm more formally the
visual observations, we will also study a statistical iatlie which quantifies how close two distributidas
andQ are to each other: tHdonge-Kantorovich distan¢c@®r M-K distance P] compares two normalized
cumulative (complementary or not) distributioB&ndQ. It is equal to the mean of the distance between
the two distributionsMK (P, Q) = (3« [Pk — Q«|) /Kmax-

We use this indicator to study how the observed distribuf¢w{ ) evolves: we compute the M-K
distance betweeR(Wp, ) (with different values of) andP(Wp ), Wherelmaxis the length of the longest
observation window for this dataset, and plot this as a fonaif |. Following [?], we also study the mean
and the standard deviation Bf\p, ) as a function of.

3 Data

In order to show the relevance of our methodology, we use tatasets: theueriesdataset which is a
capture of theypp traffic of a largeeDonkeyserver P]. It consists of the queries made by users (for lists
of files matching certain keywords, or for providers for agyivfile), and of the server’s answers to these
queries. The measurement lasted for 10 weeks which repsebduillion messages, with 89 million peers
and 275 million files involved. Thimginsdataset consists in a trace of the login and logout of peetBen
eDonkeynetwork [?]. It contains more than 200 millions of connections by mdigt 14 millions of peers,
over a period of 27 days. The two datasets are therefore evngpitary.

4 Users’ session lengths

4.1 Definition of a session

We do not formally know when user sessions begin or end igtiegiesdataset, because there is no notion
of session in th&/DP eDonkeyprotocol. Instead, users make stand-alone queries andeereswers from
the server. We therefore have to infer sessions from theséegu

It is natural to consider that two consecutive queries mada same user belong to the same session
(whether they are for a same file or not) if the time elapsedvéen them is short, and belong to two
different sessions if it is long. The question is then to fimdagpropriate threshold for distinguishing
between these two cases. Based on the study of the intey-tiorer distribution (not presented here), we
have chosen to use a threshold of 10800 seconds, i.e. 3 hours.



Removing bias due to finite measurement of dynamic systasesstudy on P2P systems

4.2 Characterization of session lengths

We now apply our methodology to the study of the session fedgtributionsS, by studyingS(Wo, ) for
different values of.
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Figure 1: Complementary cumulative distributions of Figure 2: Complementary cumulative distributions of
SWp, ) for different observation windows lengths in log- S(Wp ) for observation windows lengtis= 1 week and
lin scale, for thequeriesdataset. | =10 weeks in lin-log scale, for thgueriesdataset.

Fraction of sessions with length > x

Fraction of sessions with length > x

Figure ?? shows the complementary cumulative distribut®f\p,) for different values of, up tol =
10 weeks, for thequeriesdataset. The shapes of these distributions are similaln, avgmall fraction of
sessions with length smaller than 2000 s, and an approxXyiitear shape between 2000 s and 100000 s.
However, wher < 1 day, the distributions exhibit a clear cut-off. This is tloé case anymore for> 4
days: the tail of the distribution flattens after a bend odogrclose to 100000 s~ 28 hours), and we
observe a small fraction afxtremevalues after this bend. For observation windows larger tbandays,
the shape of the distribution does not seem to evolve anyntbeedistributions corresponding to= 1
week and = 10 weeks (presented in the inset) are very similar to eactr @thd to the one obtained for
| =4 days.

One must be however careful when driving conclusions from
a visual examination. Indeed, if we observe the same pldt@ast 0004
inset of Figure?? but with a linear scale on theaxis and a loga- o Kﬂ/\
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visually strongly different from each other. However, thstid 0.002 ®0 50 100 150 200 250 300
butions are different only for less than 1% of the values,clvhi 0.001
are values after the bend in FigupP& and areextremevalues. 0 0 200 400 500 800 1000 1200 1400 1600 1800
The fact that the extreme values change whércrease shows Observation vindow n hours
that they cannot be characterized with our methodologyvead Figure 3: MK(SWp;), SWo),.,,)) as a
leave their study for further work. function ofl, for thequeriesdataset.

To confirm these observations, we study M6 ), S(Wb,.a)) @S a function of, presented in Fig-
ure ??. The values observed tend to decrease (with fluctuationd)tba observation window reaches
approximately 150 hours (6 days and 6 hours). After this,vélae of the M-K distance becomes very
small: this shows that the corresponding distributionsvarg close to each other.

We also studied the standard deviation and the me&i\i, ) as a function of (not presented here).
We observe that the mean becomes stable bmeaches approximately 1 week, at the same time as the
M-K distance. This confirms that an observation window of aeek is long enough to accurately estimate
the distribution. The standard deviation, however, dogsseem to converge as the observation window
length increases, confirming that the distribution canmedully characterized. This is consistent with the
distinction between the normal part of the distribution artteme values.

Figure?? shows the complementary cumulative distributi\p ) for different values of, up tol =3
weeks, for thdogins dataset. We can see that the shape of these distributiosénzitar, and get closer
to each other akincreases. However, when we compare these distributiotistive M-K distance (see
Figure ??), the values obtained tend to decrease linearly which meighe distributions change at a
constant rate. The values obtained for the mean and thessthddviation also do not stabilize. Therefore,
we can not fully characterize this distribution. We howelieve confidence that the true shape of the
distribution is not far from the one we observed.

M-K distance
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Figure 4: Complementary cumulative distributions of Figure 5:MK(SW, ), SWp,,,,,)) as a function of, for
S(Wp, ) for different observation windows lengths, for the theloginsdataset
loginsdataset.

5 Files’ lifetime

We considered two different definitions for a files’ lifetinke The first one is the same as for users’
sessions lengths: we use a threshold and consider that s filet ipresent in the system if there is no
consecutive queries for this file separated by less thanthihéshold. The second definition consists in
considering the time interval between the first and the lastyfor a given file. In both cases, the shape of
distributionsF (Wp,|) (not presented here) evolves strongly witiWe therefore conclude that this property
cannot be characterized. The question which arises is wh#ils is because this property is intrinsically
not stationary or because our measurement period is tobtshme able to characterize it.

6 Conclusion

In this paper we introduced an empirical methodology foiidieg when the bias induced by the finiteness
of observation windows in dynamic systems becomes netgigiio illustrate the relevance of this approach,
we applied it to the study of sessions lengths and files’ lifeatlon in two different datasets.

We have shown that we can characterize some propertiespbatinWhen a property can't be charac-
terized, our methodology doesn't allow to determine if thservation window shall be increased or not
since we don’t know the stationarity of the property itséfis interesting to note that, for a same dataset,
some properties can be accurately characterized, andsatber
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